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History of the Universe

COSMOLOGICAL  LARGE 
SCALE STRUCTURE 

 STORY ABOUT GRAVITY

EFFECTIVE FIELD THEORY 

(OUTLINE)

ULTIMATE GOAL:  SOLVE THE SYSTEM! 
ABILITY TO MAKE PREDICTIONS 

RELEVANT TO THE SCALES OF INTEREST

Importance of Observation

Importance of Simulation

 STORY ABOUT SCALES
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WHAT DO WE KNOW ABOUT GRAVITY?

constant force pulling us downF =mg
g ~ 9.8 m/s^2
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WHAT DO WE KNOW ABOUT GRAVITY?

How to extend to other scales?

F =
gm

(1 + ↵h)2 ↵ ! 1/RE g ! GME/R
2
E

Force pulling planets to the Sun 
(and each other)

~F = �Gm1m2

R2
r̂

constant force pulling us downF =mg

F = mg +Ah+Bh2 + Ch3 · · ·

F = mg (1� 2↵h+ 3↵2h2 � 4↵3h3 · · · )



What about more fundamental description?

•Given success of standard model natural to think 
about field theory

•Start with scalars -- what type of mediating field 
gives me inverse R potential?

“Venusian approach”
(Feynman)



What about more fundamental description?

•Given success of standard model natural to think 
about field theory

•Start with scalars -- what type of mediating field 
gives me inverse R potential?

“Venusian approach”

enough to get Newton’s law

(Feynman)



large number of scales, lots of predictions
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~F = �Gm1m2
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large number of scales, lots of predictions

+ buddies
Self-energy gets you to 

Einstein-Hilbert action

Seems valid on all 
large scales, 

firmament of modern 
cosmology

~F = �Gm1m2

R2
r̂



Sidebar:  Can you quantize it?

Why surprising if finite:
Dimensionful coupling:

non-
renormalizable

gravity

gauge

No known structure 
to make up diff btw

and

Any responsible mechanism would 
fundamentally impact our 
understanding of gravity

 ⇠ m�1
pl

( pµp⌫) · · ·
propagators

(g pµ) · · ·
propagators

Perturbative quantization should run into trouble at some 
loop level for (almost) all point-like quantum field theories
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So, barring possible exceptions of special supergravity 
theories (e.g. N>=5 SG), even these Einstein-Hilbert type 
actions are some sort of effective field theories -- to be 
completed in the UV 

Hints as to the structure?



Sidebar:  Can you quantize it?

So, barring possible exceptions of special supergravity 
theories (e.g. N>=5 SG), even these Einstein-Hilbert type 
actions are some sort of effective field theories -- to be 
completed in the UV 

Hints as to the structure?



(`i)L
gn`2+2L

Aloop=
X

G2cubic

Z LY

l=1

dDpl
(2ı)D

1

S(G)
n(G)c(G)
D(G)

DOUBLE COPY



(`i)L
gn`2+2L

Aloop=
X

G2cubic

Z LY

l=1

dDpl
(2ı)D

1

S(G)
n(G)c(G)
D(G)

(`i)L+1
(»=2)n`2+2L

Mloop

=

X

G2cubic

Z LY

l=1

dDpl
(2ı)D

1

S(G)
n(G)~n(G)
D(G)

DOUBLE COPY

Bern, JJMC, Johansson



Bern, JJMC, Dixon,  Johansson, Roiban

Only need to focus on a small number of graphs



PHYSICAL PROBLEM of cosmological matter 
distribution

UVIR

Distribution of matter in the 
universe is very lumpy

Homogenous Inhomogenuous

Distribution of matter 
smooth



JJMC, Hertzberg, Senatore

UVIR

Effective 
fluid

Dark matter 
under gravity

Lessons from QCD for looking at
Cosmological Large Scale Structure

QCDChiral 
Lagrangian

(JJMC, Foreman, Green, Senatore)^2



March 19, 2013 Enrico Pajer, Princeton UniversityPerimeter Institute

The hard problem

Inflation ? radiation matter dark E

<<sec 60 kyear 10 Gyear 14 Gyear Time

Size CMB physics 
is linear, i.e. 
the physics 
of waves
LSS physics 
involves large 
non-
linearities

Now we have to deal with the hard problem!
UVIR



• Observe the correlation of Galaxies

• Information about Dark Energy,                                                                            
Non-Gaussiantiy, .....

Analogous to CMB peaks



PHYSICAL PROBLEM of cosmological matter 
distribution

UVIR

Large Scale Structure surveys promise tremendous amount of 
information in the IR

Can have a rigorous calculable IR 
theory.  

    complex & expensive theory under control & 
predictive

UV of CDM under-control and predictive 
(through simulations -- where they can 
excel!!)

(UV including Baryons?)



Calculations

...in a classical (stochastic) field theory...
relevant on scales > 10 megaparsecs

(< 10�30eV )

classical



classical

?



Review of classical �3

(⇤+m2)� = g�2Simple Equation of Motion:

4. Solving the interacting theory perturbatively

Armed with this ability to solve arbitrary inhomogeneous equations we now come back to
the φ4-equation

( + m2)φ = gφ3.

We want to view this as a family of equations parametrised by the coupling constant g.
Similarly, the solutions to all these equations will depend on g. Underlying the idea of
perturbation theory is the idea that these solutions can be written as a power-series in g,
i.e. that they are analytic in g around g = 0.

Unfortunately, this is not really the case as can be seen as follows: Power series (in
the complex plane) have a radius of convergence (which can be zero or infinite): Everywhere
inside a circle of this radius the power series converges and outside it diverges. Thus, if the
power-series would converge for any g > 0 it would as well have to converge for some g < 0.
But for g < 0, again, the potential is unbounded from below and the system is unstable:
Solutions will be radically different from solutions of the free equation and not be small
perturbations. In fact, as is shown in the appendix, the kink solutions have energy and
action scaling like 1/g which has a singularity at g = 0. In a path integral (which in a
stationary phase approximation reproduces the classical behavior), these solutions appear
as saddle points contributing e−S ≈ e−1/g. These contributions are exponentially small
for small g. In fact, this function has an essential singularity at g = 0 and is invisible in a
Taylor expansion around this point. Indeed, “solitoninc” solutions like the kink are believed
to be what is missed by the perturbative treatment. Their contributions are exponentially
small for small g and can thus be safely ignored if one is interested in solutions to a finite
precision.

Nevertheless, we will just proceed and pretend that solutions to the φ4-equation can
be written as a power series

φ =
∞
∑

n=0

φngn

for some coefficient functions φn(x).
Now plug this Ansatz into the equation and collect powers of g:

∞
∑

n=0

( + m2)φngn = g
(

∞
∑

n=0

φngn
)3

=
∞
∑

n=0

(

∑

k,l,m
k+l+m+1=n

φkφlφm

)

gn

Comparing coefficients we find

( + m2)φn =
∑

k,l,m
k+l+m+1=n

φkφlφm.

This simple manipulation has helped us a lot: We can now work our ways up starting from
n = 0 to larger n. The important observation here is that this is a differential equation
for φn in terms of a right-hand side given in terms of φk, φl, and φm where all k, l, m < n.
That is, when computing φn we already know these φk, φl, and φm!

4

Ansatz:

Collect power’s of g, can recursively solve for �n
in terms of Green’s function evolved �m<n

Let’s see how this works out for the first couple of n:

( + m2)φ0 = 0

Nothing to be done. We know the solution is given in terms of plane waves obeying the
dispersion relation. Next is

( + m2)φ1 = φ3
0

That was simple. Using the Green’s function, we can write down the solution:

φ1(x) =

∫

dy φg(x − y)φ0(y)3.

Now comes
( + m2)φ2 = 3φ2

0φ1.

The 3 arises as there are three possible assignments of two 0’s and one 1 to (k, l, m). The
solution is

φ2(x) = 3

∫

dy φg(x − y)φ0(y)2φ1(y)

= 3

∫

dy

∫

dy′ φg(x − y)φ0(y)2φg(y − y′)φ0(y
′)3

Now for n = 3:
( + m2)φ3 = 3φ2

0φ2 + 3φ0φ
2
1.

The iterated solution gets longer and longer:

φ3(x) =

∫

dy φg(x − y)
(

3φ0(y)2φ2(y) + 3φ0(y)φ1(y)
)

= 9

∫

dy

∫

dy′
∫

dy′′ φg(x − y)φ0(y)2φg(y − y′)φ0(y
′)2φg(y

′ − y′′)φ0(y
′′)3

+ 3

∫

dy

∫

dy′
∫

dy′′ φg(x − y)φ0(y)φg(y − y′)φ0(y
′)3φg(y − y′′)φ0(y

′′)3

5. Feynman graphs in position space

Obviously, continuing like this will be more and more cumbersome. However, we see a
simple pattern of these terms emerging: We can represent the solution for φ1 like this:

x y
φg

φ0

φ0

φ0

5

(⇤+m2)�1 = �2
0 yx

�0

�0

perturbation theory

(⇤+m

2)G(x) = �(x)

�1(x) =

Z
dy G(x� y)�0(y)

2



classical

Density 
fluctuations

Hlozek, et.al.
1105.4887

Powerspectrum: 2-pt 
Correlation in Freq space



Density 
fluctuations

Powerspectrum: 2-pt 
Correlation in Freq space

Perturbative solution to 
equations of motion:

classical



Density 
fluctuations

Powerspectrum: 2-pt 
Correlation in Freq space

Perturbative solution 
to EOM:

(P31)

linear: P11

(P22)

one-loop:

classical



How to arrive at a rigorous prediction of 
large scale matter distribution?
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How to arrive at a rigorous prediction of 
large scale matter distribution?

UVIR strongly 
coupled

QCD
Chiral Lagrangian 
Effective Theory

weakly interacting 
pions

4⇡F⇡ ⇡ 1 GeV



UVIR

QCD

Pions strongly 
coupled

Chiral Lagrangian 
Effective Theory

weakly interacting 
pions

4⇡F⇡ ⇡ 1 GeV

UVIR

 Nonlinear Scale

Grav. collapse
overtakes expansion

Fluid-like description

GR effects

small matter 
fluctuations

EFT coupling:  

JJMC, Hertzberg, Senatore

kNL

k

kNL
⇠

✓
�⇢

⇢

◆



UVIR

QCD

Chiral Lagrangian 
Effective Theory

weakly interacting 
pions

4⇡F⇡ ⇡ 1 GeV

UVIR

Effective Fluid description
small matter 
fluctuations

Lattice 
calculations

N-body 
simulations

Must be well described by rigorous 
perturbative methods - predictive after input 
from UV physics

speed of sound, viscosity

GR effects
JJMC, Hertzberg, Senatore

kNL



EFT DERIVATION
Cosmological Non-linearities as 
an Effective Fluid Baumann, Nicolis, Senatore and Zaldarriaga JCAP 2012

Effective Field Theory of Large 
Scale Structure

JJMC, Hertzberg, and Senatore JHEP 2012

The 2-loop power spectrum and 
the IR safe integrand

JJMC, Foreman, Green, and Senatore 1304

The EFT of LSS at 2-loops JJMC, Foreman, Green, and Senatore 1310



EFT DERIVATION
Cosmological Non-linearities as 
an Effective Fluid Baumann, Nicolis, Senatore and Zaldarriaga JCAP 2012

Effective Field Theory of Large 
Scale Structure

JJMC, Hertzberg, and Senatore JHEP 2012

The 2-loop power spectrum and 
the IR safe integrand

JJMC, Foreman, Green, and Senatore 1304

The EFT of LSS at 2-loops JJMC, Foreman, Green, and Senatore 1310

The Lagrangian EFT of LSS Porto, Senatore, and Zaldarriaga 1311

IR Resummed EFT of LSS Senatore, and Zaldarriaga (In Progress)



effective fluid continuity & 
Euler eqns with stress tensor 
(         )  sourced by short 
(UV) modes      

small matter 
fluctuations

UVIR
Fluid description

larger matter 
fluctuations

stochastic description by 
Boltzmann eqn for NR 

matter in expanding FRW 
background 

Smoothing 
with length scale   ⇤

�1

creating in this way a set of coupled di↵erential equations known as Boltzmann hierarchy.
As we will explain in more detail later, it will be su�cient for the purposes this paper to
stop at the first two moments (one-loop approximation). The first two moments will give the
continuity and momentum equations in the approximation in which the fluid is described by
the Navier-Stokes approximation, with the addition of a stochastic term. We obtain

⇢̇l + 3H⇢l +
1

a
@i(⇢lv

i
l) = 0 , (18)

v̇i
l + Hvi

l +
1

a
vj

l @jv
i
l +

1

a
@i�l = � 1

a⇢l

@j

⇥

⌧ ij
⇤

⇤

. (19)

Let us define the various quantities that enter in these equations. We define the long wave-
length velocity field as the ratio of the momentum and the density

vi
l =

⇡i
l

⇢l

. (20)

The right hand side of the momentum equation (19) contains the divergence of an e↵ective
stress tensor which is induced by the short wavelength fluctuations. This is given by

⇥

⌧ ij
⇤

⇤

= ij
l + �ij

l , (21)

where  and � correspond to ‘kinetically-induced’ and ‘gravitationally-induced’ parts:

ij
l = �ij

l � ⇢lv
i
lv

j
l , (22)

�ij
l = � 1

8⇡Ga2

⇥

wkk
l �ij � 2wij

l � @k�l@
k�l�

ij + 2@i�l@
j�l

⇤

,

where

wij
l (~x) =

Z

d3x0W
⇤

(~x� ~x0)

"

@i�(~x0)@j�(~x0)�
X

n

@i�n(~x0)@j�n(~x0)

#

. (23)

Note that we have subtracted out the self term from wij
l , as necessary when passing from

the continuous to the discrete description in the Newtonian approximation, and used that
@2� = 4⇡Ga2(⇢ � ⇢b) and @2�l = 4⇡Ga2(⇢l � ⇢b) to express �l in terms of � and �l. In the
limit in which there are no short wavelength fluctuations, and ⇤ ! 1, l and �l vanish.
In App. A we provide the above expression written just in terms of the short wavelength
fluctuations.

2.3 Integrating out UV Physics

The e↵ective stress tensor that we have identified is explicitly dependent on the short wave-
length fluctuations. These are very large, strongly coupled, and therefore impossible to treat
within the e↵ective theory. When we compute correlation functions of long wavelength fluctu-
ations, we are taking expectation values. Since short wavelength fluctuations are not observed
directly, we can take the expectation value over their values. This is the classical field the-
ory analog of the operation of ‘integrating out’ the UV degrees of freedom in quantum field

8

⇤

[⌧ ij ]⇤

Effective cutoff!

BUT we want EFT
 params!!

1.4 E↵ective Continuity Equation

The zeroth moment gives the continuity equation

⇢̇l + 3H⇢l +
1

a
@i(⇢l v

i
l) = 0 (25)

where we introduced the velocity field

vil(x) ⌘
⇡i
l(x)

⇢l(x)
=

P
n v

i
nW⇤(x� xn)P

nW⇤(x� xn)
. (26)

1.5 E↵ective Euler Equation

The first moment gives the Euler equation

v̇il +Hvil +
1

a
vjl @jv

i
l +

1

a
@i�l = � ⇢b

a ⇢l
J i
l (27)

where the stress vector J i
l is

J i
l =

1

⇢b

0

@@j(�
ij
l � ⇢lv

i
lv

j
l ) +

X

n 6=n̄

[⇢n @i�n̄]⇤ � ⇢l@i�l

1

A (28)

with

[⇢n @i�n̄]⇤ =
m2G(xin � xin̄)

a4|xn � xn̄|3 (1 + �|xn � xn̄|)e��|xn�xn̄|W⇤(x� xn) (29)

We recognize that J i
l may be written as the derivative of a stress tensor [⌧ ij ]⇤ as

J i
l =

1

⇢b
@j [⌧

ij ]⇤ (30)

where the e↵ective stress tensor is
[⌧ ij ]⇤ = ijl + �ij

l (31)

Here ijl is a kinetic contribution and �ij
l is a gravitational contribution, which we find to be

ijl = �ij
l � ⇢lv

i
lv

j
l (32)

�ij
l = �wkk

l �ij � 2wij
l

8⇡Ga2
+

@k�l@k�l�ij � 2@i�l@j�l

8⇡Ga2
(33)

where

wij
l (x) =

Z
d3x0W⇤(x� x0)

 
@i0�(x

0) @j0�(x
0)�

X

n

@i0�n(x
0) @j0�n(x

0)

!
(34)

Note that we have subtracted out the self term in wij
l , and used r2� = 4⇡Ga2(⇢ � ⇢b) and r2�l =

4⇡Ga2(⇢l � ⇢b) to express �l in terms of � and �l.
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kNL



effective fluid continuity & 
Euler eqns with stress tensor 
(         )  sourced by short 
(UV) modes      
[⌧ ij ]⇤

take expectation value on long 
wavelength background & Taylor expand 

in long mode fluctuations

theory, now applied to classical field theory. The long wavelength perturbations will a↵ect
the result of the expectation value of the short modes, through, e.g., tidal like e↵ects. This
means that the expectation value will depend on the long modes. In practice, we take the
expectation value on a long wavelength background. The resulting function depends only on
long wavelength fluctuations as degrees of freedom. In this way, we have defined an e↵ective
theory that contains only long wavelength fluctuations. Since long wavelength fluctuations
are perturbatively small, we can Taylor expand in the size of the long wavelength fluctuations.
Schematically we have

h
⇥

⌧ ij
⇤

⇤

i�l
= h

⇥

⌧ ij
⇤

⇤

i
0

+
@h[⌧ ij]

⇤

i�l

@�l

�

�

�

�

0

�l + . . . . (24)

For the precision we pursue in the rest of the paper, we will stop at linear level in the
long wavelength fluctuations, though nothing stops us from going to higher order. By the
symmetries of the problem, the resulting stress tensor must take the following form

h
⇥

⌧ ij
⇤

⇤

i�l
= pb�

ij + ⇢b



c2

s�l�
ij � c2

bv

Ha
�ij@kv

k
l �

3

4

c2

sv

Ha

✓

@jvi
l + @ivj

l �
2

3
�ij@kv

k
l

◆�

+ �⌧ ij + . . . .

(25)
This is the stress tensor of an imperfect fluid. pb is the background pressure that is induced
by short distance inhomogeneities even in the absence of long wavelength fluctuations. c2

s is
the speed of sounds of the fluctuations: �p = c2

s�⇢. cbv and cbv are the coe�cients for the
bulk ⇣ and the shear ⌘ viscosity respectively, with units of velocity. They are related to ⌘

and ⇣ by the relation ⌘ = 3⇢bc
2

sv/(4H), ⇣ = ⇢bc
2

bv/H . �⌧ ij represents a stochastic term, that
takes into account the di↵erence between the actual value of ⌧ ij in a given realization and
its expectation value 1. We will come back to this term shortly, but it is worth noting that
neglecting this term in the above equations reproduces the familiar Navier-Stokes equations.

Finally, the ellipses (. . .) represent terms that are either higher order in �l, or higher
order on derivatives of �l. Indeed, higher derivative terms will be in general suppressed by
k/kNL ⌧ 1, and, as typical in e↵ective field theories, we take a derivative expansion in those.
Astrophysically, these terms would corresponds to the e↵ects induced by a sort of higher-
derivative tidal tensor. Once we expand in derivatives of the long wavelength fluctuations,
we take the parameters in (25) to be spatially independent, but time dependent.

The coe�cient �pb, cs, csb, csv are determined by the UV physics and by our smoothing
cuto↵ ⇤, and are not predictable within the e↵ective theory. They must be measured from
either N -body simulations, or fit directly to observations. This is akin to what happens
in the Chiral Lagrangian for parameters that can be measured in experiments or in lattice
simulations, such as F⇡. We first define the correlation functions that will allow us to extract
these parameters from small N -body simulations.

1For the readers familiar with the in-in formalism, this term will take into account the cut-in-the-middle
one-loop diagrams [26].
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�l

parameterize UV physics dependence:

c2s, c
2
sv, c

2
bv
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⇢l = ⇤�Gaussian smoothed particle positions
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2
bv

measurable from output of simulations by taking appropriate 
correlations of fields defined by smoothing out positions 

⇢l = ⇤�Gaussian smoothed particle positions

�l = Newtonian grav potential sourced by ⇢l
Parameter measurement efficiently 
parallelizable from a 10^6 particle 
downsample in the UV (<20 Mpc)

Consuelo:
10^9 particles, in (420 Mpc)^3
Consuelo data from Busha & Wechsler / 
LASDAMAS Collab (McBride, et. al. 2012 in prep)

UVIR ⇤
LATTICE!

e.g.
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c2comb numerator
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Figure 9: The numerator and denominators of c2

comb

as measured with smoothing parameter

⇤ = 1/3 (left) and ⇤ = 1/6 (right), scaled to similar heights. This allows us to choose a con-

venient region of measurement to avoid zero over zero contamination. Precision calculations

in the future should extend measurements farther into the IR.

15%, depending on the cuto↵ used, see Fig. 11. Instead, by allowing for higher derivative
terms, the correct value of c2

comb

is derived.

Figure 10: Prediction of the non-linear power spectrum without the addition of higher derivative
terms, as we send ⇤!1, normalized to the non-linear power spectrum. We see that if we keep ⇤
finite, non-included higher derivative terms that scale as powers of k/⇤ are important. Indeed the
results improves as ⇤ =1, which is the correct procedure.
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Figure 5: Measurement of c2

comb

in the UV with ⇤ = 1/3 h Mpc

�1

and ⇤ = 1/6 h Mpc

�1

.

5 Results

The O(�4

l ) result of the computation of the power spectrum with our EFT is presented in
Fig. 6. On top, we plot the ratio of the one loop power spectrum compared with the non-linear
fit provided by the CAMB software with high precision settings, evaluated with the following
cosmological parameters: ⌦

⇤

= 0.75 , ⌦m = 0.25, ⌦b = 0.04, h = 0.7, ns = 1. The linear
power spectrum is also obtained from CAMB with high precision settings. We take these
data for all perturbative calculations done in the paper. Often in the literature the results of
perturbation theory are plotted as ratio of the perturbation theory result versus a no-wiggle
power spectrum. In this way the oscillatory features are still present in the plot, though they
come mostly from the linear theory. We give this in the bottom part of the plot.

This plot is obtained after renormalizing the EFT prediction to match the power spectrum
at k

ren. = 0.16h Mpc�1. In detail, we perform the calculation at several increasing values of
⇤, we choose the value of c2

comb

(a
0

, ⇤) to match the simulations’ non-linear output, and then
we extrapolate to ⇤ ! 1. This gives us c2

comb

(a
0

, ⇤ = 1) ' 6.2 ⇥ 10�7. Notice that naive
considerations of virialization gave an estimated value for c2

comb

of order 10�5 [4]. The obtained
smaller numerical value fits well with the decrease in the transfer functions for wavenumbers
that are higher than the equality scale.

The result for the power spectrum agrees at percent level with the CAMB non-linear
fit up to k ' 0.24h Mpc�1, where the EFT prediction begins to be smaller than the N -
body simulation result. Results obtained with the approximate time dependence described
in App. C are close to these ones, at percent level. As discussed in App. C, it is potentially
dangerous to trust this approximation at high k’s for percent level precision, and luckily it is
not very hard at all to perform the correct perturbation theory. We expect that the inclusion of
the stochastic pressure and of higher order diagrams should improve the fit in the UV, possibly
allowing us to fit the simulations to even higher k’s. Notice how the counterterm P

13, c2
comb

decreases the power spectrum, compensating for the overshooting of SPT. It is di�cult to
interpret the percent disagreement that we have a moderate slow scales such as at k '
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2.4 Matching Correlation Functions

It useful to define the following quantities from the stress tensor

J i
l =

1

a⇢b

@j

⇥

⌧ ij
⇤

⇤

, Aki
l =

1

a
@kJ i

l , (26)

Al =
1

a
@iJ

i
l , Bl =

1

a2⇢b

�

@i@j � �ij@
2

� ⇥

⌧ ij
⇤

⇤

,

and to introduce a dimensionless velocity divergence

⇥l = �@kv
k
l

Ha
, ⇥ki

l = �@kvi
l

Ha
. (27)

Then, according to (25), we have

aJ i
l = c2s@i�l +

3

4
c2sv@j⇥

ji
l +

✓

c2sv
4

+ c2bv

◆

@i⇥l , (28)

a2Aki
l = c2s@

k@i�l +
3

4
c2sv@

k@j⇥
ji
l +

✓

c2sv
4

+ c2bv

◆

@k@i⇥l ,

a2Al = c2s@
2�l +

�

c2sv + c2bv
�

@2⇥l ,

a2Bl = c2sv@
2⇥l .

In order to extract the parameters of the e↵ective fluid, we multiply each of these functions
with long wavelength fields, and take expectation values. By forming suitable combinations
of these, the parameters of the e↵ective fluid can be extracted. We will need the following set
of correlation functions

PA�(x) = hAl(~x
0 + ~x)�l(~x

0)i , (29)

PA⇥

(x) = hAl(~x
0 + ~x)⇥l(~x

0)i ,

PAki
⇥ki

(x) = hAki
l (~x0 + ~x)⇥lki(~x

0)i ,

PB⇥

(x) = hBl(~x
0 + ~x)⇥l(~x

0)i ,

P��(x) = h�l(~x0 + ~x)�l(~x
0)i ,

P�⇥(x) = h�l(~x0 + ~x)⇥l(~x
0)i ,

P
⇥⇥

(x) = h⇥l(~x
0 + ~x)⇥l(~x

0)i ,

P
⇥

ji
⇥

k
i
(x) = h⇥ji

l (~x0 + ~x)⇥k
l i(~x

0)i ,

where �l = �⇢l/⇢b. From these we obtain the following expressions for the parameters of the
e↵ective theory

c2s = a2

PA⇥

(x)@2P�⇥(x) � PA�(x)@2P
⇥⇥

(x)

(@2P�⇥(x))2 � @2P��(x)@2P
⇥⇥

(x)
, (30)

c2v = a2
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(x)
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c2sv =
4

3
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(x)
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(x) � @2P
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(x)
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@2P
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(x)
,

10

2.4 Matching Correlation Functions

It useful to define the following quantities from the stress tensor

J i
l =

1

a⇢b

@j

⇥

⌧ ij
⇤

⇤

, Aki
l =

1

a
@kJ i

l , (26)

Al =
1

a
@iJ

i
l , Bl =

1

a2⇢b

�

@i@j � �ij@
2

� ⇥

⌧ ij
⇤

⇤

,

and to introduce a dimensionless velocity divergence

⇥l = �@kv
k
l

Ha
, ⇥ki

l = �@kvi
l

Ha
. (27)

Then, according to (25), we have

aJ i
l = c2s@i�l +

3

4
c2sv@j⇥

ji
l +

✓

c2sv
4

+ c2bv

◆

@i⇥l , (28)

a2Aki
l = c2s@

k@i�l +
3

4
c2sv@

k@j⇥
ji
l +

✓

c2sv
4

+ c2bv

◆

@k@i⇥l ,

a2Al = c2s@
2�l +

�

c2sv + c2bv
�

@2⇥l ,

a2Bl = c2sv@
2⇥l .

In order to extract the parameters of the e↵ective fluid, we multiply each of these functions
with long wavelength fields, and take expectation values. By forming suitable combinations
of these, the parameters of the e↵ective fluid can be extracted. We will need the following set
of correlation functions

PA�(x) = hAl(~x
0 + ~x)�l(~x

0)i , (29)

PA⇥

(x) = hAl(~x
0 + ~x)⇥l(~x

0)i ,

PAki
⇥ki

(x) = hAki
l (~x0 + ~x)⇥lki(~x

0)i ,

PB⇥

(x) = hBl(~x
0 + ~x)⇥l(~x

0)i ,

P��(x) = h�l(~x0 + ~x)�l(~x
0)i ,

P�⇥(x) = h�l(~x0 + ~x)⇥l(~x
0)i ,

P
⇥⇥

(x) = h⇥l(~x
0 + ~x)⇥l(~x

0)i ,

P
⇥

ji
⇥

k
i
(x) = h⇥ji

l (~x0 + ~x)⇥k
l i(~x

0)i ,

where �l = �⇢l/⇢b. From these we obtain the following expressions for the parameters of the
e↵ective theory

c2s = a2

PA⇥

(x)@2P�⇥(x) � PA�(x)@2P
⇥⇥

(x)

(@2P�⇥(x))2 � @2P��(x)@2P
⇥⇥

(x)
, (30)

c2v = a2

PA�(x)@2P�⇥(x) � PA⇥

(x)@2P��(x)

(@2P�⇥(x))2 � @2P��(x)@2P
⇥⇥

(x)
,

c2sv =
4

3
a2

PAki
⇥ki

(x) � PA⇥

(x)

@2P
⇥

ki
⇥ki

(x) � @2P
⇥⇥

(x)
= a2

PB⇥

(x)

@2P
⇥⇥

(x)
,

10



Figure4:OneloopFeynmandiagramsforP13,IR(left)andP22,IR(right).Theloopintegralsare
cuto↵atq⇠⇤.TheUVpiecesoftheloopsareconnectedtothefluidparameters.

HereP13issetbythe(⇤dependent)soundspeedandviscosity,and�P22issetbythestochastic
fluctuationsthatwedescribeinSection3.8;thelatterwefindtobenegligible.

3.5⇤DependenceofFluidParameters

Forthecuto↵intheperturbativeregime(⇤.kNL),the⇤dependenceofthefluidparameters
isadequatelydescribedbythelineartheory.Thisallowsustoestimatethevalueofthefluid
parametersc2

sandc2
vandtheirtimedependenceasafunctionofthelinearpowerspectrum.The

soundspeedisroughlygivenbythevelocitydispersion,soinlineartheoryweestimatethesound
speedbyanintegraloverthevelocitydispersionoftheshortmodes.Thelineartheoryisnot
applicableatveryhighk,soweshallincludeaconstantcorrectionasfollows

c2
s(a,⇤)=↵

Z
dlnk�2

v(k)(1�W⇤(k))2+c2
s(1)(150)

where�2
visthevelocitydispersion,↵isanO(1)constantofproportionality(whichwewillfix

later),andthefactorof(1�W⇤(k))2ispresentbecausethesoundspeedarisesfromintegrating
outtheshortmodes.Inthe⇤!1limit,whichweshalleventuallytakeoncewecancelthe⇤
dependence,wefindthatc2

s(⇤)isnon-zero(duetotheUVdependence),whichweaccountfor
withthec2

s(1)constantcorrection.
Nowwewouldliketorelatethevelocitytothepowerspectrumintermsof�or�.Inthe

lineartheoryinamatterdominateduniverseuniverse,wehavethegrowingmodesolution

vL=
iHk

k2
�L(151)

whichisthefirstorderdescriptionofmodesinthepertubativeregime.Thisincludestheshort
modesvsand�sintheregime⇤<k<kNL,whichisanon-emptysetifwechoosesmall⇤.

28

can measure the physical parameter
through observations of powerspectrum at some scale  
-- all other scales predictive

c2
comb

= c2s + f(a){c2v ⌘ c2
sv

+ c
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}
GO STRAIGHT TO OBSERVATION, using the 
EFT perturbative calculation

P 1�loop

�� = P
11

(k, a) +
⇣
P
22

(k, a) + P
13

(k, a) + P
13,c2

comb

⌘

(linear) (“1-loop”)

UVIR ⇤



approximated by the linear growth factor D elevated to the power 2 and 3 for �(2) and �(3),
while the momentum dependence is approximated to be the same momentum dependence as
in standard EdS universe. This procedure is exact in EdS, but not so in other space times.
Some studies [18] (see also [29, 30, 31]) have checked that this is correct up to percent level
on the full power spectrum. Since however percent accuracy is the target of next generation
experiments, we decide to perform the correct computation, which is not so very complicated
to set up in any case. For the purpose of comparing with the literature and to gain familiarity
with the EFT setup with simpler formulas, we provide results obtained with this approximate
treatment of the perturbed solutions in App. C.

3.2.2 Diagrams

By contracting the non-linear expression we obtain the non-linear corrections. There are three
diagrams at order �4l . After including the linear contribution, we have

h�l(~k, a
0

)�l(~q, a0

)i = (2⇡)3�(3)(~k + ~q)
⇣

P
11

(k, a
0

) + P
22

(k, a
0

) + P
13

(k, a
0

) + P
13, c2

comb

(k, a
0

)
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(52)
with

P
11

(k, a
0

) = h�(~k, a
0

)�(~q, a
0

)i0 , (53)

P
22

(k, a
0

) = h�(2)(~k, a
0

)�(2)(~q, a
0

)i0 ,

P
13

(k, a
0

) = 2h�(3)(~k, a
0

)�(1)(~q, a
0

)i0 ,

P
13, c2

comb

(k, a
0

) = 2h�(3)c
comb

(~k, a
0

)�(1)(~q, a
0

)i0 ,

where the h. . .i0 means that we have removed a factor of (2⇡)3�(3)(~k +~q) from the expectation
value. P

11

represents the unsmoothed linear power spectrum, as the linear theory does not need
to be regularized. The term P

13, c2
comb

is supposed to remove the ⇤ dependence that comes
from P

13

. It is a counterterm diagram. Strictly speaking, we would need a counterterm
diagram also from P

22

, which is provided by the two-point function of the stochastic source
�J i in (31). As we discussed, this term is supposed to count as a �5l term, and therefore we
neglect it. This means that the ⇤ dependence associated with P

22

is very weak at this order
in the calculation. The full stochastic term will be included in a following paper [27].

The expressions for P
22

, P
13

, P
13, c2

comb

are given by
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ã

◆

�

k2 � 2 cos(✓)k q + q2
�

�

, (54)

18

⇤-dependent!!

given in terms 
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But this cutoff dependence cancels for physical 
observables -- the counterterm P13,c2
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cutoff dependence of P13
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Measuring fluid parameters
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Even linear does great for much of this k-
range ...

but note: log-log plot



Figure 6: The order �4l prediction from our EFT is compared with the CAMB non-linear output

in the top, and to the no-wiggle power spectrum in the bottom, as well with the linear theory and

Standard Perturbation Theory (SPT). The results from the EFT agree at percent level with the non-

linear theory up to k ' 0.24h Mpc�1, when some high scale power seems to be missing. Results

should improve already by going to �5l order. The results are remarkably better than using SPT. The

no-wiggle power spectrum we use is given by P��,No�Wiggle

= 5.1 · 106q log2(13q + 2e)/(54 q2(14 +

731/(457q + 1)) + log(13q + 2e))2.
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What counterterms to include at 2-loops?

Whose contributions are more 
significant than 3-loops?



“Measuring” parameters

From scaling universe, at 2-loops we have

The two terms are evaluate at different orders:

    counts as 1-loop and              counts as 2-loops

@i@j⌧
ij = (c2

0

+ c
2-loop

)
@2

k2
NL

�

(c2
0

+ c
2-loop

)k2
c20k

2
c20k

2

c20 c
2-loop

+ +

+ . . .

“Measuring” parameters

From scaling universe, at 2-loops we have

The two terms are evaluate at different orders:

    counts as 1-loop and              counts as 2-loops

@i@j⌧
ij = (c2

0

+ c
2-loop

)
@2

k2
NL

�

(c2
0

+ c
2-loop

)k2
c20k

2
c20k

2

c20 c
2-loop

+ +

+ . . .

These terms are evaluated at different orders!
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Figure 5: E↵ectiveness of EFT at two-loops. We plot P

EFT-two-loop

normalized to non-linear
data. The blue curve is the best fit value of c

2

s(1)

(with c

2

s(2)

fit to P

EFT-one-loop

, as described in the

main text) and the blue band shows the 2-� error on c

2

s(1)

and c

2

s(2)

. The black solid line shows the
non-linear data. The red shaded regions are di↵erent error estimates described in Sec. 4.2. The dotted
black line is the 2-� limit associated with 1% agreement with the non-linear data, that we take to have a
1-� error of 1%. We find that it is possible to obtain 1% agreement with the non-linear power spectrum
after having fit only one new parameter, c

2

s(1)

, and furthermore that the agreement stretches well past the

range, 0.15 h Mpc�1

< k < 0.25 h Mpc�1 , where the parameter was fit. The EFTofLSS at two loops is in
percent agreement with simulations up to k ' 0.6 h Mpc�1 .

in SPT. The improvement over SPT is dramatic both for 1 and 2 loops. By going from 1 to 2
loops, we see the agreement with nonlinear data has been pushed from k ⇠ 0.3hMpc�1 out to
k ⇠ 0.5 � 0.6hMpc�1 (and possibly beyond). Given the cubic scaling of the number of available
modes, this corresponds to a factor of 6 improvement from 1 to 2 loops with the EFTofLSS, and
about a factor of 200 with respect to SPT.

Furthermore, it is instructive to see the manner in which the EFT achieves its improvement
in going from one loop to two loops. The one-loop data are fit in the range 0.15hMpc�1 < k <
0.25hMpc�1 to determine c2

s(1)

, and they begin to deviate from the non-linear data at about

k ' 0.35hMpc�1 . By adding the two-loop terms, which entails no new fitting parameter in
practice, we improve the reach of the fit up to k ⇠ 0.5 � 0.6hMpc�1 . Notice how the two-loop
SPT term is large in that range. This means that all the EFT terms that enter at two loop, and
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Figure 4: Fit-range for one-loop EFT. We plot P

EFT-one-loop

normalized to non-linear data over the
range to which the sole EFT parameter is fit. The blue curve is the best fit value of c

2

s(1)

and the blue

band shows the 2-� error on c

2

s(1)

. We also show the data points that are fit, along with their 2-� errors

(assuming 1 percent error on all points).

assumption that the e↵ective stress tensor ⌧ ij is completely local in time. We now fit P
EFT-two-loop

to P
EFT-one-loop

over the range k ⇠ 0.15 � 0.25hMpc�1 . Here we are using the expectation that
P finite

2-loop

is negligible over this range, such that the dominant source of error is our uncertainty
in c2

s(1)

. Using this fitting procedure, we find that

c2
s(2)

= (�3.316 ± 0.002) ⇥ 1

2⇡

✓

k
NL

hMpc�1

◆

2

(1-�). (62)

The error bar for c2
s(2)

is much smaller than c2
s(1)

because we can determine it without using the

non-linear data. In fact, for a scaling universe we can determine c2
s(2)

exactly.
In additional to statistical errors, we also have theoretical uncertainties due to the higher

orders terms we are neglecting. This includes three-loop SPT, c2
s(1)

and c2
s(2)

evaluated at two
loops, and higher-order counterterms. These contributions were estimated in Sec. 3.4. The two
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is expected to be reliable. After determining c2
s(1)

, the two-loop power spectrum is given by

P
EFT-two-loop

= P
11

+P
1-loop

+P
2-loop

�2 (2⇡)(c2
s(1)

+c2
s(2)

)
k2

k2

NL

P
11

+(2⇡)c2
s(1)

P
(c

s

,p)

1-loop

+(2⇡)2c4
s(1)

k4

k4

NL

P
11

.

(59)
The purpose of c2

s(2)

is to cancel the ( k

k

NL

)2P
11

dependence of P
2-loop

that arises from loop momenta

with q � k. Because this contribution is larger than P finite

2-loop

, we can determine it by comparing
to P

EFT-one-loop

in the region where P finite

2-loop

is negligible. By doing so, we can determine all the
parameters in P

EFT-two-loop

without ever fitting the two-loop power spectrum to the nonlinear data
directly.

However, implementing the above procedure is somewhat challenging. It is easy to measure c2
s(1)

and c2
s(2)

when they contribute significantly to the power spectrum, namely above k ⇠ 0.1hMpc�1 .
However, in this regime, it is di�cult to determine, a priori, at which range of k the contribution
from P finite

2-loop

can be ignored (which is required for both measurements to be valid). If one works

at k ⌧ 0.1hMpc�1 , one can safely use 2(2⇡)(c2
s(1)

+ c2
s(2)

)( k

k

NL

)2P
11

� P finite

2-loop

. However, because

2(2⇡)(c2
s(1)

+ c2
s(2)

)( k

k

NL

)2P
11

⌧ P
11

, one requires very high precision nonlinear data to make the

measurement of c2
s(1)

.
In practice, it appears that the real universe is much better behaved than one would have

naively expected. As we discussed in Sec. 3.1, in the regime 0.1hMpc�1 < k < 0.3hMpc�1 , the
universe behaves much like a scaling universe with n = �1.7 ⇠ �3/2. As we show in Appendix A,
in the n = �3/2 universe P finite

2-loop

is smaller than our loop counting would suggest by a factor of 5.
As a result, we can trust P

EFT-one-loop

up to k ⇠ k
tr

, which is slightly higher scale than our naive
counting would suggest. Therefore, in the range 0.1hMpc�1 < k < 0.25hMpc�1 , we can safely
measure c2

s(1)

and c2
s(2)

by implementing the above procedure. This is very fortunate because the

error on available non-linear data is too large to apply to above procedure for k ⌧ 0.1hMpc�1 .

We determine c2
s(1)

from a least-�2 fit of the P
EFT-one-loop

to the Coyote power spectrum over

the range k ⇠ 0.15 � 0.25hMpc�1 with �k ⇠ 0.005hMpc�1 . From the fit, we find 20

c2
s(1)

= (1.62 ± 0.03) ⇥ 1

2⇡

✓

k
NL

hMpc�1

◆

2

(1-�). (61)

The result of the fit is shown in Fig. 4.
Having measured c2

s(1)

, we can now fit c2
s(2)

to P
EFT-one-loop

. In performing this fit, we must make

some assumption about P (c

s

,p)

1-loop

. For now, we will take the p ! 1 limit, which corresponds to the

20In the convention of [2], we have

c

2

comb

(a
0

)there = c

2

s(1)
here ⇥ 9(2⇡)

H2

0

c

2

k

2

NL

D

0(a
0

)2a2

0

D(a
0

)2
, (60)

where D

1

(a)here = D(a)there

/D(a
0

)there.
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Figure 5: E↵ectiveness of EFT at two-loops. We plot P

EFT-two-loop

normalized to non-linear
data. The blue curve is the best fit value of c

2

s(1)

(with c

2

s(2)

fit to P

EFT-one-loop

, as described in the

main text) and the blue band shows the 2-� error on c

2

s(1)

and c

2

s(2)

. The black solid line shows the
non-linear data. The red shaded regions are di↵erent error estimates described in Sec. 4.2. The dotted
black line is the 2-� limit associated with 1% agreement with the non-linear data, that we take to have a
1-� error of 1%. We find that it is possible to obtain 1% agreement with the non-linear power spectrum
after having fit only one new parameter, c

2

s(1)

, and furthermore that the agreement stretches well past the

range, 0.15 h Mpc�1

< k < 0.25 h Mpc�1 , where the parameter was fit. The EFTofLSS at two loops is in
percent agreement with simulations up to k ' 0.6 h Mpc�1 .

in SPT. The improvement over SPT is dramatic both for 1 and 2 loops. By going from 1 to 2
loops, we see the agreement with nonlinear data has been pushed from k ⇠ 0.3hMpc�1 out to
k ⇠ 0.5 � 0.6hMpc�1 (and possibly beyond). Given the cubic scaling of the number of available
modes, this corresponds to a factor of 6 improvement from 1 to 2 loops with the EFTofLSS, and
about a factor of 200 with respect to SPT.

Furthermore, it is instructive to see the manner in which the EFT achieves its improvement
in going from one loop to two loops. The one-loop data are fit in the range 0.15hMpc�1 < k <
0.25hMpc�1 to determine c2

s(1)

, and they begin to deviate from the non-linear data at about

k ' 0.35hMpc�1 . By adding the two-loop terms, which entails no new fitting parameter in
practice, we improve the reach of the fit up to k ⇠ 0.5 � 0.6hMpc�1 . Notice how the two-loop
SPT term is large in that range. This means that all the EFT terms that enter at two loop, and
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Figure 7: Relevance of higher order perturbative correction, normalized. We plot one-loop
EFT (solid red), two-loop EFT (solid blue) and tree level EFT=SPT (dotted green), normalized to the
non-linear data (solid black). We also show SPT one loop (dashed red), and two loops SPT (dashed blue),
normalized to non-linear data. The dotted black line is the 2-� limit associated with 1% agreement with
the non-linear data, that we take to have a 1-� error of 1%, as in Fig. 5. The red and blue bands show
the 2-� errors on the 1 and 2 loop EFT parameters respectively. See Fig. 8 for unnormalized plot.

small at linear level, as vector modes decay in the early universe. Interesting, this term is not
sourced by the leading order c2

s(1)

-like terms that represent the linear response of the short scale
stress tensor from the long modes. It is however sourced by non-linear terms in its equations of
motion. Here we focus on ⇡

S

, whose predictions we compare to measurements from the same set
of simulations.

Specifically, we use simulations by Okumura et al. [25], based on a flat ⇤CDM model with
⌦

b

h2 = 0.0226, ⌦
m

h2 = 0.1367, h = 0.7, n
s

= 0.96, and �
8

= 0.807. Strictly speaking, as
we will explain later, what enters in the computation of the momentum is not only c

1

(a) at a
given redshift but also its time derivatives at the same redshift. In principle, by measuring the
matter power spectrum at various redshifts, we could reconstruct the time derivative of c

1

. We
believe that this requires precise sampling of the N -body simulations as a function of redshift,
something that is not available to our collaboration currently. We therefore leave this exploration
for future work. What we will do is to compare the prediction of the power momenta as obtained
by assuming that the time dependence of c

1

(a) is the same as the one given in (53), so that
the c

1

counterterm has the same the time dependence as P
13

, with furthermore the approximate
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Comparison to not including counterterms
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There’s a very physical story here --
and this is the way we do science, finding the right 
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